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Statistics in MRT Dosimetry

WHY? Statistical analysis is of utmost importance in most of the
dosimetry studies for MRT.
However, many publications and clinical trials also show inappropriate
application of statistical methods,
do not consider the hypothesis needed, do not report essential details, etc.

This may lead to misinterpreting the meaning or robustness of the results,

sustaining erroneous conclusions. 7) ’
>

Typically, the statistical approach is based on what was applied to previous
publications, without a critical view

Appropriate use of statistical methods: «a big deal» only in dosimetry for MRT?



Statistics in MRT Dosimetry

Al |\/| With the intention of promoting a more
critical view and awareness, we will focus
on typical issues in dosimetry, revising
representative examples, summarising the
theory of the statistics involved, making
constructive observations, and, hopefully,

openly interacting with the audience.

Appropriate use of statistical methods: «a big deal» only in dosimetry for MRT?



Outline

Bias

Ag reement Limits of agreement

Lin’s Concordance coefficient

Correlation, Regression (dose —response relationship)

Explanation: R% standardized regression coefficients
Prediction: Regression, unstandardized regression coefficients

Building NTCP curves, Logistic Regression

OPEN DISCUSSION



Statistics in pills
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Agreement, bias, correlation, regression, curve
fitting and others

Marco Brambilla
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How fragile is medical research?

loannidis JPA. Why Most Published Research Findings Are False. PLoS Med. 2005;2(8):e124.
Using a Bayesian framework, he demonstrated that in fields with small sample sizes, low prior probabilities, and high
flexibility in design and reporting, the majority of positive findings are likely false positives.

Prasad V, et al. A Decade of Reversal: An Analysis of 146 Contradicted Medical Practices. Mayo Clin Proc.
2013;88(8):790-798.

identified 146 cases of “medical reversals"—treatments once thought effective but later proven ineffective or harmful—
within just ten years.

Grimes DR, et al. Towards replicability and sustainability in cancer research. Nat Cancer. 2024;5:609-616.
only 11% of landmark cancer biology experiments could be reproduced under rigorous testing.

Possamai A, et al. Inclusion of Retracted Studies in Systematic Reviews and Meta-analyses. JAMA Intern Med. 2025.
35% of meta-analyses changed their conclusions by at least 10% once retracted studies were removed.

Xu S, et al. Investigating the impact of trial retractions on evidence synthesis. BMJ. 2025;389:e082068.
showed how retracted trials contaminated guidelines, leading to flawed clinical recommendations

Cobey KD, et al. Biomedical researchers’ perspectives on reproducibility. J Clin Epidemiol. 2024;163:58-68.
A 2024 international survey of over 1,600 biomedical scientists reported that 72% believe there is a reproducibility crisis, and
62% blame pressure to publish as a key driver.



Agreement

> Bias
> Limits of agreement
> Lin’s Concordance coefficient
1. nopadeiypota 2. Bewpla
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Ref-New method

Case 1 - Agreement

Tt 100f © Predicted vs observed
7 1 I —— -
207 % :E E - “It is worth noting that, in our study, the predicted absorbed
u_' ¥ 1 ;E‘é 0] 3 doses tend to underestimate the therapy-delivered absorbed
] N S ol PR N dose when the therapy-delivered absorbed dose was high
0 Y L S S . | L PR and overestimate when it was low “
: —40 N :
[ —— S I i pu s
0.2 0.4 0.8 0.8 0.2 0.4 0.6 0.8

Average of ref and new method

Bland-Altman plots of relative percent error in model prediction versus therapy-delivered absorbed dose with
model predictions provided by (A) univariable model with PET uptake and (B) univariable model with eGFR.
Horizontal axis is the therapy-delivered renal absorbed dose, and the vertical axis is the relative percent
difference between model predictions and delivered dose
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Case 2 — Agreement

Two methods of clinical measurement

“Methods: The mean doses to the organ were
compared between the two methods using paired
Wilcoxon test for differences

Results: ADs were not significantly different between
conventional and NEW Method in most of organs and
the tumour

Conclusion: AD calculated with the NEW method are
globally comparable to those obtained from a
REFERENCE Method



Ref-New method

Case 3 — Agreement

Two methods of clinical measurement
T e T
0 'O X “The bias in volume calculation between New method
~n OO0 o O( )
P 80 and the Reference Method in the present study was
o distinctly smaller in amplitude (about 5 %), and
-------------------------------------------------------- therefore unlikely to have been clinically relevant.
(o]
0 20 40 60 80 100

Average of ref and new method



Ref-New method

-10
-20

Case 4 — Agreement

¥=0.20x—-9.86
30 RI=0.13
20 P =0,001

+205 (+15%])
10

0 rmean (-1%)

________________ 205 (-17%)

-30

0 10 20 30 40 50 60 70 80 90

Average of ref and new method

Two methods of clinical measurement

A global underestimation was not documented for LV
ejection fraction for which the mean difference with
Reference Method was -1 £ 8% in the overall
population.

However, in a per-patient analysis, this difference was
significantly and strongly? related to the level of ejection
fraction as shown on the corresponding BA- plot



Case 5 — Agreement

Blond-Altman Plot: AC/IA
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(b) Bland-Altman plot (bias = +31.0% £57.95).

Two methods of clinical measurement

Theranostic pair: 68Ga-DOTA-TOC (diagnostic imaging) /
177Lu-DOTATATE (B~ therapy + y post-therapy imaging).
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The article that explains the Bland-Altman’s method is the

most quoted article from Lancet magazine,

which means that the method has been much quoted or/and
applied.

AAS [T BEEN

ECTLY

APPLIED?




Agreement between methods of clinical measurement

The Bland —Altman Method

M In 1980 cardiologists asked for Martin Bland and G. Altman help in "

assessing the rate of agreement between two methods.

B After reviewing the different methods available, they found out
none of them served this need and decided to create one of their

own.
W 1983 — first publication: The Institute of Statistics

M 1986: Lancet magazine published the article:
“Statistical methods for assessing agreement between two methods of

clinical measurement”

Bland J M and Altman D G

B Most guoted article from Lancet magazine: > 40 000 citations

B Number 63 among the 100 most highly cited papers of all time [*]

* Richard Van Noorden These are the most-cited research papers of all time. Nature News. 2025



Bias and Limits of Agreement

1st Step.

Plot of the difference between the methods against their mean

2nd Step.
Calculate:
« the bias, estimated by the mean difference d
« the standard deviation of the differences ( s)

« the limits of agreement (LA)

LoA =[d —2sd ; d + 2sd]
LA — limits of agreement
d — average of differences
sd - standard deviation of difference

New - Ref

-25,000

95% confidence interval

mean of differences -3,519 -5,241 -1,796
standard deviation of differences 6,371

Lower limit of agreement -16,006 -18,990 -13,023
Upper limit of agreement 8,969 5,986 11,953
15,000

10,000

5,000

O(m . .. . - .

0p0 1000 20,00 3000 40, 50,00 ¢ 60,00 *¢70,00 ¢%0,00¢ 9200 100,00

-5,000 . o . Ye |
-10,000
-15,000
-20,000

Average of the two methods

It is expected that most of the differences (95%) lie between the limits of

agreement.

L]



Bland Altman in steps

1. Define a Medically accepted limit of agreement

You should be able to define a medically accepted limit before
conducting the assessment of agreement

Example:

The current guidelines for treating patients with cardiotoxic chemotherapy states that chemotherapy

should be considered discontinued if the patient presents again with a drop in LVEF of 10% points or
more.

2. Establish the sample size needed for assessing the
agreement by BA Method

Sample size depend on a, 3, the mean and the SD of differences
between two measurements , and the predefined limits



Bland Altman in steps

95% confidence interval

3. Check the conditions of validity of the BA method ====" & = :

* no relation between the difference and the mean =
e the SDis constant il
 differences follow a normal distribution e

4. Establish the width of the Limits of agreement band
 Upper 95% Cl of upper LA —Lower 95% CI of lower LA

5. Compare 3 with 1

the conclusion is made based on the width of the confidence intervals for the LoAs
in comparison to predefined clinical agreement limit:
If 3 <1 the techniques are interchangeable
If 3 >>1 the techniques are not interchangeable. There is a substantial
disagreement between them

00 ¢ 60,00 *470.00 8,000 900 109,00




Ref-New method

How to check?

The correlation coefficient for the difference plot
data should be determined -- it should approximate

20
o

—20-

to zero.

Conclusions

Parcent differance

Case 1 - Agreement

Average of ref and new method

Bland-Altman’s Method
100 :
o 1st Assumption
i Make sure that there is no relation between the
40+ o .
o] difference and the mean
o - I . .
0] L Example showing relation between averages
40! S S S and differences
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BA method cannot be applied here

T

Average of capillary and plasma glucos

Use instead the regression diagnostics Predicted
vs observed

15 20

crude 95% limit
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While a test of the mean difference might show a relationship,
best indicator of agreement, especially when sample sizes are sma

Tumor

P 0301

Case 2 — Agreement

n=12)

is difference clinically relevant?

Caiw-SFECT

“The mean doses to the organ were compared between
the two methods using paired Wilcoxon test for
differences”

ADs were not significantly different between
conventional and NEW Method in most of organs and the
tumour”

“AD calculated with the NEW method are globally
comparable to those obtained from a REFERENCE
Method

's not the



Case 3 — Agreement

C .

i Two methods of clinical measurement
RS . hactscssscaesensassastssosssageosasssas
o 10 0®
= 00® » - .
OEJ °®o 00 The bias in volume calculation between New method

o Q0 D 0 0 Q .

= . o & " and the Reference Method in the present study was
> 10 ) distinctly smaller in amplitude (about 5 %), and
"(;—, T S S o—. therefore unlikely to have been clinically relevant.
e 5. ?

.25 | : . .

0 20 40 60 80 100

Average of ref and new method

What matters is not the bias but the Limits of agreement (-14 to +12) which are wide demonstrating a poor agreement
between the two techniques.

A change of -14% (drop of EF from 50% to 36% could be interpreted as a sufficient reason to suspend the Chemotherapy
A change of +12% could switch an impaired LV function (38%) to a normal LV function (50%).



Case 4 — Agreement

Y = 0.20x — 9.86 Two methods of clinical measurement

30 Ri=0.13

20 P =0,001
© . .
3 L +2DS (+15%) A global underestimation was not documented for LV
TR mean (-1%) ejection fraction for which the mean difference with
§ o Reference Method was -1 £ 8% in the overall
o | otho oo 205 (-17%) population.
< 20 . . . -
- However, in a per-patient analysis, this difference was
o -30

significantly and strongly? related to the level of ejection

0 10 20 30 40 50 60 70 80 90 . .
fraction as shown on the corresponding BA- plot

Average of ref and new method

What matters is not the bias but the Limits of agreement (-17 to +15) which are wide demonstrating a poor agreement
between the two techniques.

A change of -17 (drop of EF from 50% to 33% could be interpreted as a sufficient reason to suspend the Chemotherapy
A change of +15 could switch an impaired LV function (35%) to a normal LV function (50%).

An R?=0.13 cannot be defined as a strong correlation! Only 13% of the variance is explained by the relationship.



(b) Bland-Altman plot (bias = +31.0% £57.95).

Case 5 — absolute vs percentage differences

Blond-Altman Plot: AC/IA

78

0 0004 oo 0 20
Meon of ACAA 68Go ond 1771 [1/mi]

Example showing not constant sd

Differanca in left king volume
{ohgervar 1-ohoarver 2) (mis)
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(standard deviation)

o

s ¥ 6 @ x o
Maon left lung volume by 2 ol tfsrent observer

Use Bland-Altman absolute difference when the measurement
units are consistent and you want to know the raw error
between methods. Use the percentage difference when the
variability of the difference increases with the magnitude of
the measurement, as this normalizes the difference to the

value itself.

Feature ¢

Purpose

When to use

How it works

Key
takeaway

Bland-Altman Absolute
Difference

Compares two methods by
plotting the raw difference against
the average of the two
measurements.

When the variability is relatively
constant across the range of
measurements.

The y-axis shows the direct
difference (Method A - Method B).

Shows the average bias and the
limits of agreement in the same
units as the original data.

Bland-Altman Percentage Difference

Compares two methods by plofiing the
difference as a percentage of the average
measurement.

When the variability in the difference increases
as the magnitude of the measurement
increases (heteroscedasticity).

The y-axis shows the percentage
difference: ((Method & - Method B) /

average) * 18@ .

Shows the average bias and limits of
agreement as a proportion of the
measurement value, making it useful for
comparing relative error.



Lin’s Concordance Correlation Coefficient

Like a correlation, CCC p. ranges from -1 to 1, with perfect agreement at 1. It cannot exceed the absolute value of p,

Pearson’s correlation coefficient between Y and X. It can be legitimately calculated on as few as ten observations.
Following Lin et al. (2002),

With:
2P Opaf* O p the correlation coefficient between the reference standard and the new

o2 1 o021+ (1 )2 method
ref s Fref — Hs o..sand o, are the variance of the reference standard and the new method

Ko and L are the means of the reference standard and the new method

pC =

Strength-of-agreement Continuous variables
Almost perfect >(.99
Substantial 0.95.0.99
Moderate 0.90.0.95

Poor <0.90

To assess the degree of agreement for a given set of data it is proposed that the lower one side 95%

confidence limit for the calculated concordance correlation coefficient should be compared to the values in
this table.

It is desirable that the assessment be performed on at least 25 samples, preferably 50.



Method u(D) (%) P E,
20 B) 1h 243411 079 3654186
/ 24h 21.2+1.2 0.96 1824132
204 * 48h 17.5+23 0.94 2304196
15 ,/ = _'f . 72h 158416 0.94 160£179
g‘é £ A s P e o s 168 h 20.1+1.3 0.98 1214094
2o |Fad . 1h+24h 203161 066 7244475
L gg% o .. — 1h+48h 18.8£11.6 077 5014+359
é'ﬁ = o 1h+72h 16,2462 084 3604202
5 1h+168h 13.842.0 0.99 0.68+0.61

5 }
20 24h+48h 312+249 077 3694312
24h+72h 18777 0.91 2274197
0 | : : | . . . . 24h+168h 12.942.3 0.99 0.65+0.50
0 5 10 15 20 0 5 10 15 20 48h+72h 24.7+18.1 0.92 2794189
48h+168h 13.143.0 0.99 0.65+0.64
72h+168h 13.4+2.4 0.99 0.86+0.48

Selection based on the value of CCC (>0.9) and uncertainty (%)




Conclusions

Pearson’s correlation coefficient

high correlation does not mean that the two methods agree. Indeed, r measures the
strength of a relation between two variables, not the agreement between them and data
which seem to be in poor agreement can produce quite high correlations.

Tests of the significance of the correlation value

the test of significance of the correlation value is irrelevant to the question of agreement.
Indeed, it would be amazing if two methods designed to measure the same quantity were
not related.

Tests of the significance between mean values

While a test of the mean difference might show a relationship, it's not the best indicator of
agreement, especially when sample sizes are small

K statistic or intraclass correlation coefficients

These are indexes of reproducibility, not of agreement.

Bland-Altman Method

Correct. What matter most are the LAs not the bias. Consider the 95% Cl of the Las
Lin’s concordance correlation coefficient

Correct. It must be used in conjunction with strength-of agreement criteria

X
X
X
X




Correlation, Regression

(dose —response relationship)

> Explanation: R? standardized regression coefficients
> Prediction: Regression, unstandardized regression
coefficients

1. Bewpla 2. mapadelypata




Assumptions of linear regression

For linear models, the dependent variable doesn’t have to be normally distributed, but it does have to be
continuous, unbounded, and measured on an interval or ratio scale.

=

Linearity (a linear relationship between dependent and independent variables)
Independence (error terms are independent of each other)

1. the assumption of independence refers to the residual errors being independent of each other,
not the independent variables. This means knowing the error for one data point should provide
no information about the error for another, which is particularly important for time-series data
and is also called autocorrelation

3. Normality (error terms are normally distributed)

1. While independent variables don't need to be normally distributed, the residuals should ideally
follow a normal distribution for the most accurate p-values and confidence intervals in
significance testing.

4. Homoscedasticity (error terms have constant variance)

N

* Additionally, for multiple regression, the assumption of no multicollinearity (independent variables are
not highly correlated) is critical.

Validity of assumptions is seldom checked and reported!!!



Common mistakes in linear regression

Data and model Interpretation :
e L . Assumptions
specification and validity S
violations
errors errors

Omitted variable bias Multi collinearity

Misinterpreting

coefficients Homoscedasticity

Correlation vs
causation

Independence of
errors

Measurement errors

Overfitting Simultaneous causality




Check of Assumptions of linear regression

Linearity

Residuals for a linear fit Residual for a non =linear fit Residuals for a quadratic

or polynomial function

Distribution of Raw residuals Normal Probability Plot of Residuals
° ° . 3
Expected Normal
ormality or residuals =«
2
25
g 1
20 s
©
° E
S S0
s 15 9
2 3
3
w -1
10
2
5
-3
1,2 -10 -08 -06 -04 02 00 02 04 06 08 10 12 14 16

0
-14 -12 10 -08 -06 -04 -02 00 02 04 06 08 10 12 14 16 Residuals



o] ° 7% 0.0904 oo R?= 04011 © Regression — important points
. 0 E-Gn;%:zs EE ool 8 E-ni::m 1. Ensure that the distribution of
0sd ¢ | 58 oes ° the values of the prediction
o 0% et B A variables are approximately
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oo odm e L range. Extrapolation
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1. pvalueisirrelevant (p<0.05 but
5 X & &5 & ¥ sdbo 1oloo 15800 2080 25800 snkoo there is no clinically significant
correlation)
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o
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R*=0,0011 @

1,0 1,0m
o P = 0034 P=0gzs @
. 2 E_ o i .
‘0 IR poomr | 58°718 | penota | 2. Manage carefully Outliers!
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' -4 £Em o
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° of 55 00 3. The exclusion of only one
0,6 R, g _‘EE 0,5m 'a . .
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i gg " ﬁﬂsh o regression patterns. Does this
e o g TEm——— B .
I It 2% g' 8 N tell us something about the
o 02 ° robustness of the estimates?
1t 20 a0 a0 80 80 © 5000 10U00 15000 20000 25000 30000

5. If you do not adopt a split sample approach you cannot test prediction accuracy. Only explanation.

6. An R? of 0.20 means that you are explaining only 20% of the variance of the dependent variable. In other words 80% of the
variance is not explained by the model



Types of Outliers in Linear Regression

(1 (2) (3)

There are six plots shown in Figure along with the least squares line and residual e
plots. For each scatter plot and residual plot pair, identify any obvious outliers and e e

note how they influence the least squares line. Recall that an outlier is any point K *~
that doesn't appear to belong with the vast majority of the other points. ’

1.There is one outlier far from the other points, though it only appears to slightly A
influence the line.

2.There is one outlier on the right, though it is quite close to the least squares line,

which suggests it wasn't very influential.

3.There is one point far away from the cloud, and this outlier appears to pull the o
least squares line up on the right; examine how the line around the primary cloud e S,
doesn't appear to t very well. e

4.There is a primary cloud and then a small secondary cloud of four outliers. The @ - -

secondary cloud appears to be influencing the line somewhat strongly, making the
least square line t poorly almost everywhere. There might be an interesting F
explanation for the dual clouds, which is something that could be investigated.
5.There is no obvious trend in the main cloud of points and the outlier on the right e

appears to largely control the slope of the least squares line. A,

6.There is one outlier far from the cloud, however, it falls quite close to the least »* N

squares line and does not appear to be very influential. : ?:,
e

Examine the residual plots in Figure . You will probably find that there is some

trend in the main clouds of (3) and (4). In these cases, the outliers influenced the -
slope of the least squares lines. In (5), data with no clear trend were assigned a e
line with a large trend simply due to one outlier (!). L T

It is tempting to remove outliers. Do not do this without a very good reason. Models that ignore

exceptional (and interesting) cases often perform poorly. https://www.openintro.org/



Regression — important points

2.0 a .;=q 2.0 b

Q - . 1. Ensure that the distribution of

g "3 o . .

3 8 the values of the prediction

o 1.0 . .

g E variables are approximately

S E s uniform within the sampled
o L]
Z 00 . i ] : range. Extrapolation

2 3 2. pvalueisirrelevant (p<0.05 but

% S there is no clinically significant
E .

B = correlation)

2 4]

o =

£ 8

(=] .

z 2 3. Manage carefully Outliers!

0 2 4 8
Accumulated bone marrow dose [Gy] Accumulated bone marrow dose [Gy]

4. Don’t forget about

r=—0.35, r=-—0.31, Autocorrelation (in the resulting dataset, data

from 940 blood sample time points in connection to 229
treatments in 59 patients were included).

5. If you do not adopt a split sample approach you cannot do prediction. Only explanation.

6. An r=-0.31 means that you are explaining only 9% of the variance of the dependent variable. In other words 91% of the
variance is not explained by the model



Regression — important points

Activity %%’éf,i’};’.’,’ﬁ’;";’}!ﬂ?;fg’? é‘z‘fhd Activity Bland-Altman Plot: AC/IA 1 . E nsure t h at t h e
: distribution of the
L 150 B i bttt | . .
IR 1A values of the prediction
= ; 5 Ny, .
§00010 - § 5 e :.'?, Varlables are
¥ PRI < N approximately uniform
"S. 0.0006 g ..‘-!‘. b . .
£ ol SEAT within the sampled range.
o002 R 93095595 Extrapolation
0.0000 0.0001 0.0002 0. 0003686(‘)7 quOCO;IA [10/:3/05 0.0006 0.0007 0.0008 0.0000 0.0002 MZ;:O;,‘AC/IA 608060006;”"1 177?:?10/8’-”[] 0.00T6 0.0012
(a) Scatter plot (AC/IA, R% = 0.619). (b) Bland—Altman plot (bias = +31.0% +£57.95).
Figure 5.8: Correlation of the entire dataset between PET- and SPECT-derived normalized activity Manage ca refuIIy
concentration (AC/IA). Moderate correlation with positive bias and a large SD.. Outliers!

3. An r?=0.61 means that you have an r=0.78
4. While an high r doesn’t necessarily mean a high agreement a low r imply necessarily a poor agreement!
5. Prefers absolute changes with respect to % differences



Autocorrelation

Positive Autocorrelation

In many cases, the value of a variable at a point in time is related to the value of it at a previous y
point in time. Autocorrelation analysis measures the relationship of the observations between the

different points in time, and thus seeks a pattern or trend over the time series. For example, the
temperatures on different days in a month are autocorrelated.

1.Similar to correlation, autocorrelation can be either positive or negative. It ranges from -1 * o

(perfectly negative autocorrelation) to 1 (perfectly positive autocorrelation). ® °

2.Positive autocorrelation means that the increase observed in a time interval leads to a
proportionate increase in the lagged time interval.

3.Conversely, negative autocorrelation represents that the increase observed in a time interval
leads to a proportionate decrease in the lagged time interval. By plotting the observations with a
regression line, it shows that a positive error will be followed by a negative one and vice versa.

Negative Autocorrelation
4.Test for autocorrelation

The Durbin-Watson statistic is commonly used to test for autocorrelation. It can be applied to a
data set by statistical software. The outcome of the Durbin-Watson test ranges from 0 to 4. An o -
outcome closely around 2 means a very low level of autocorrelation. An outcome closer to 0
suggests a stronger positive autocorrelation, and an outcome closer to 4 suggests a stronger
negative autocorrelation.

It is necessary to test for autocorrelation when analysing a set of temporal data.



Multi Collinearity

Multicollinearity occurs when independent variables in a regression model are correlated. This correlation

is a problem because independent variables should be independent. If the degree of correlation between
variables is high enough, it can cause problems when you fit the model and interpret the results.

Why is Multicollinearity a Potential Problem?

The interpretation of a regression coefficient is that it
represents the mean change in the dependent variable for
each 1 unit change in an independent variable when

you hold all of the other independent variables constant.

However, when independent variables are correlated, it
indicates that changes in one variable are associated with
shifts in another variable. The stronger the correlation, the
more difficult it is to change one variable without changing
another. It becomes difficult for the model to estimate the
relationship between each independent variable and the
dependent variable independently because the
independent variables tend to change in unison.

What Problems Do Multicollinearity Cause?

A high degree of collinearity produces unacceptable
uncertainty (large variance) in the estimates of the
regression coefficients (i.e., a large sampling variation).

Specifically, the coefficients can change dramatically
depending on which terms are included or not in the
model and also on the order in which they are placed in
the model.

It does not affect the prediction (the predicted values), but
it does affect the interpretation of the slopes (contribution

of the varia bles)' Applied Linear Statistical Models, p289, 4t Edition.



Multi Collinearity

Do I Have to Fix Multicollinearity?

The need to reduce Multicollinearity depends on its severity and your primary goal for your regression model. Keep
the following three points in mind:

1.The severity of the problems increases with the degree of the Multicollinearity. Therefore, if you have only
moderate Multicollinearity, you may not need to resolve it.

2.Multicollinearity affects only the specific independent variables that are correlated. Therefore, if Multicollinearity is
not present for the independent variables that you are particularly interested in, you may not need to resolve it.
Suppose your model contains the experimental variables of interest and some control variables. If high
Multicollinearity exists for the control variables but not the experimental variables, then you can interpret the
experimental variables without problems.

3.Multicollinearity affects the coefficients and p-values, but it does not influence the predictions, precision of the
predictions, and the goodness-of-fit statistics. If your primary goal is to make predictions, and you don’t need to
understand the role of each independent variable, you don’t need to reduce severe Multicollinearity.



Multi Collinearity

How to detect Multicollinearity?

Variance inflation factor (VIF) and tolerance are two related statistics used to diagnose Multicollinearity, or
high correlation between predictor variables, in a multiple regression model. Tolerance is the reciprocal of

VIF, meaning Tolerance = 1/VIF1 .

A VIF greater than 10, or a tolerance less than 0.10, suggests problematic Multicollinearity.



Dose-Response relationship
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NOT a Dose —response relationship
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1 A volcano plot is a type of scatter plot used to visualize
10 05 0.0 differential expression in large biological datasets, such
anelatian coefient as gene or protein expression, by showing statistical
Dose-response relationships Dose—response relationships between ...... significance (on the y—axis) versus fold change (on the x-

axis) for each data point.

p value is irrelevant. p can be <<0.05 but there still can’t be any clinically significant correlation!
This graph cannot by any mean be considered as showing a dose-response relationship



How to establish a significant difference among groups? Temporal Trends

A B Statistical analysis
The paired Student t-test was used to detect differences
between mean values in the same population or the same
lesion.
N The ADs by healthy organs were not significantly different
I_ ¢ I | .j among [177Lu]Lu-DOTATATE cycles except for the spleen
a : . ’ (P <0.05).
. : - e The ADs by lesions
FIGURE 1. Distribution of ADs by lesions (A) and selected healthy organs (B) in 4 PPRT cycles. decreased significantly over time from CyC|e 1 to Cycle 4
(P<0.001).

A repeated measures ANOVA is a statistical test used to compare the means at three or more time points
where the same participants are measured multiple times.

How it works

eUnlike a traditional one-way ANOVA, which compares independent groups, repeated measures ANOVA uses the same
subjects for each group or time point.

eThis design is statistically powerful because each participant serves as their own control, which helps to reduce the
impact of individual differences.

*The test analyzes whether there is a statistically significant difference between the means of these related groups.



Delta\V"% : Relative variation of lesions volumes (%)

How to fit the data?

Spearman p??? Lesion

' B : LOESS (locally estimated scatterplot smoothing)

How it works

1. Basically it is a locally adjusted quadratic fit

2. Consider the fraction Alfa (span) of points in the data set
that are nearest to X

o D et . . ° 3. Weight points close to X more than points farter away
: T , 4. Fit a quadratic model using that weighted data set
UL, 5. Use that model to predict the value of the response
50 The 150 200 250 300 variable for the explanatory value X

Total absorbed dose to lesions (Gy)

Pro and Cons
Loess models are very flexible. They are non parametric and can fit any distribution of data. There are disadvantages as
well, however.

They are not transparent or easy to interpret. This is particularly true when multiple explanatory variables are present,
which is not the case here.

They are prone to overfitting
The hyper parameter alfa (span) must be tuned, which requires knowledge and care.



How to interpret the
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Conclusion:

In patients treated with [-Lu]Lu-DOTATATE for GEP-NETSs,
tumour and healthy organ dosimetry can predict survival and
toxicities, thus influencing clinical management.

Comments:

With p of 0.4 -0.5 you might expect to explain roughly 20% 25%
of variability in the data.

Consider rewording the sentence as:

“tumour and healthy organ dosimetry could partially explain
survival and toxicities, thus influencing clinical management”



Building NTCP curves
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General Linear Models
* Family of regression models

- Response Model Type
« Continuous Linear regression

* Counts Poisson regression
« Survival times Cox model

* Binomial Logistic regression

» Uses
 Control for potentially confounding factors
* Model building , risk prediction




Logistic Regression

» Models relationship between set of variables X;
 dichotomous (yes/no, smoker/nonsmoker,...)
 categorical (social class, race, ...)

« continuous (age, weight, gestational age, ...)
and
« dichotomous categorical response variable Y

€.g. Success/Failure, Remission/No Remission
Survived/Died, CHD/No CHD, Low Birth Weight/Normal
Birth Weight, etc...




Raw Predicted Values

Logistic Regression

Model: Linear regression
E (nephritis/BED) = -,583 + ,026 * BED (Gy) CR

E(nephritis | BED) =—.583+.026 - BED(GY)
e.g. Foranindividual with BED =50 Gy
E(nephritis | BED =50) =—-.583+.026-50=.727?

% incidence of nephritis

-0,2

y=exp(-9,737844782886+(,23427828440992)*X)/(1+exp(-9, 737844782886+ (,23427828440992)*X))

1,2

1,0

Model: Logistic regression (logit)

O ®O oW o® O @0

0,8

0,6

0,4

0,2

0,0

% incidence of nephritis

@ @ oD 0® 00 o

0

30 40
BED (Gy) CR

0,6

04+t

0,2

0,0

-0,2

Model: Probit regression
y=inormal(-5,745+(,1379)*x;0;1)

O ®OoOOoOW oO® O @0

@ @D W o ©® ® OO o

10 20 30 40 50 60 70
BED (Gy)CR

The smooth regression estimate is “S-shaped” but
what does the estimated mean value represent?

Answer: P(Nephritis| BED)!!!!




Logistic Regression

We can group individuals into BED and look at the
percentage/proportion showing signs of nephritis

Diseased

Age group #in group Proportion

1) 20-29 4 0

4
3

2) 30-39 0
3) 40-49 0,24 (0.07-0.50)

4) 50-59 0,55 (0.24-0.81)

Proportion with sign of Nephritis
o o o

5) 60-69 1

Proportion with sign of Nephritis

6) >70 1

Nl

0 10 40
BED (Gy) BED (Gy)

Notice the “S-shape” to the _Notice the w_ide confidencg
intervals which are a warning
against over interpretation of the
estimates.

estimated proportions vs. BED.




Logistic Function
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Logit Transformation

The logistic regression model is given by

eﬂo +ﬂ1X

PY | )=~

which is equivalent to

11{ P(Y | X)
1— P(Y | X)

~

This is called the
Logit Transformation

j:ﬂo +/81X




Dichotomous Predictor

Consider a dichotomous predictor (X) which
represents the presence of risk (1 = present)

Risk Factor (X)

Present Absent
(X = 1) (X = 0)

Yes(Y=1) PX=1x=1) P =1X=0)

Disease (Y)

No (Y=0) 1-P(Y=1x=1 1-P(Y =1]X =0)

/‘

Odds for Disease with Risk Present = LY —ESmL) — ePoth

1-P(Y=1|X=1)
P(Y=1]X=0) _ ,
1-P(Y =1| X =0)

Odds for Disease with Risk Absent =
—

Therefore the  Odds for Disease with Risk Present e/
odds ratio (OR)  (4ds for Disease with Risk Absent e’

_oh




Dichotomous Predictor

* Therefore, for the odds ratio associated with
risk presence we have OR = ¢”

» Taking the natural logarithm we have

In( OR) = f,

thus the estimated regression coefficient
associated with a 0-1 coded dichotomous

predictor is the natural log of the OR
associated with risk presence!l!




Statistical Problems in deriving NTCP curves

Data and model limitations

*Simplification of 3D dose distribution:

*Traditional models rely on dose-volume histograms (DVHs), which condense the entire 3D dose into a 2D
representation, ignoring the spatial complexity of the dose distribution.

*Non-linear relationships: The relationship between radiation dose and toxicity is often non-linear, and many models
do not adequately capture these complex relationships.

Methodological and technical challenges

*Multicollinearity: Predictors, especially different dose parameters for the same organ, can be highly correlated,
leading to unstable model coefficients.

*Overfitting: Models can be overly specific to the training data, leading to poor performance when applied to new
patients or cohorts.

Generalizability and validation issues

Lack of generalizability: Models often perform poorly on different patient cohorts or treatment techniques because
they fail to account for other contributing factors.

Accounting for other factors: NTCP models often struggle to incorporate other significant factors like concurrent
chemotherapy, patient genetics, or organ-specific characteristics, especially for complex organs.

Inter-observer Variation: Differences in how physicians and dosimetrists contour organs on imaging studies can
significantly affect the calculated dose-volume parameters, impacting model consistency and reliability



Conclusions

Doctors, by necessity, are becoming the best sceptics in science.

They are the ones forced to weigh weak data against lived patient outcomes, to
recognize when a study'’s “significant” finding is clinically meaningless, and to resist

the seduction of novelty.

If researchers embraced that same pragmatism—valuing replication as highly as
discovery—perhaps the literature would become as trustworthy as the doctors who

must rely on it.
Until then, maybe the most provocative thought is this:

The cynicism of clinicians is not the problem in medicine. It might be the solution.






NOTES & ISSUES
in the real-life of dosimetry & clinical data

We invite the audience to suggest issues in dosimetry that
typically limit/hinder statistical analysis,

and/or points that deserve special attention.



NOTES & ISSUES
in the real-life of dosimetry & clinical data

Sample size - Very often, the number of patients undergoing dosimetry is limited by «availability», not established by statistical
criteria, considering the possible interpatient variability, etc.

The AD data are often not regularly dispersed over the whole range of interest to determine effects, e.g., toxicity
limits.

Trend vs. real correlation - often, a trend can also represent the most relevant result for clinical application, although a real

statistical correlation is not derived; e.g., besides AD, many influencing factors can concur; further differentiation between tumor
stage/grade, or patient status, etc., might be necessary and encouraged thanks to such first results.

The time interval for toxicity, etc. often, the data related to response and toxicity are not provided for an exact time interval of

observation, thus patients with 2 months of response are mixed with 1 yr response, etc.
Detailed information is often omitted.

more...



NOTES & ISSUES
in the real-life of dosimetry & clinical data

The time interval for PFS, response, often, the data related to response and toxicity are not provided for a same time interval of
observation, thus patients with 2 months of response are mixed with 1 yr response, etc. Detailed information is often omitted

Impact of lesion volume - e.g., the AD that allows efficacy might depend also on the lesion volume (effect of
structure); multicollinearity?

The use percentages as independent variable - In some cases, especially in MRTs under development, the toxicity

criteria are still to be clearly set; non rarely, the variation of clinical parameters vs. baseline can represent an alert, even
if absolute values are still in «safe» ranges; thus, %variations are non rarely explored

The importance of REPORTING

more...



NOTES & ISSUES
in the real-life of dosimetry & clinical data

Other suggestions? Topic?






